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ABSTRACTAbstractAbstct
The fake news detection is one of the most pressing problems in online social media and it has major social and
political implications. Several automated techniques for the filtering out fake news have been suggested earlier.
This research focuses on the issue of detecting fake news on social media employing text mining approach. We
propose an ensemble approach based on hard voting, combining the strengths of three machine learning models.
So there are Logistic Regression, Random Forest, Decision Tree. Social media text data is cleaned and
normalized and turned into a structure that can be effectively analyzed. The ensemble method combines the
decision that is produced by three models into one decision. By using the experimental results, it can be concluded
that the proposed approach highly effective with an accuracy rate of 89% that helps in differencing the real and
fake news. It is possible to identify fake news using machine learning through this approach, which can work as
a perfect solution to the problem.
Index Terms Ensemble Learning, Hard Voting, Logistic Regression, Random Forest, Decision Tree.
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Introduction

We have observed that with time the world
is getting smaller and is increasingly
becoming a global village. The technology
that has surfaced in the last few decades has
revolutionized and made communication
among distant living people facile(Xu et al.,
2025). Internet media is endless and has
turned all the domains into the virtual world
for exchanging information at a faster rate.
According to the beginning of 2023, nearly
87.35 million users of internet were indicated
leading to 36.7% penetration(Moin Khan et
al., 2020).
The quantity of daily processing of data on
the online media has been heightened to an
infinite number(Matti & Yousif, 2025).
Currently, many people express their
thoughts and report events in social media
interactions as posts, articles, tweets,
retweets, blogs and stories; there is also a
proliferation of geometries of abundance
(Taher et al., 2022). Some of the problems
that have been occasioned by circulation such
information include: spread of fake news.
As a result of the changes that were being
made in the technology(Steinebach et al.,
2020), the usage of the internet was rising up
to 4.95 billion which put the world social
media active population at 61% of the overall
(Saeed & Al Solami, 2023), world population
and this ratio is expected to grow by 5%. As
estimated, it will be 17 billion at the end of
the year in the year 2024.
Popular social sites such as Face book,
twitter and Instagram are the first ones in
which users are interested in sharing their
opinions, photos, audio and video clips in
cross sectional communication (Essa et al.,
2023). Such platforms where assists as
positive media that boosts the users to
increase their social activity and perspectives
also have some significant demerits.

Misinformation is as a result quantified as
the ‘core topic’ of discussion on social media
platforms(Ibrahim et al., 2023).
This means that social media users are
autonomous because they can categorize any
type of information, image, audio and even
videos. Social media is like woods fire which
has the ability to spread right and wrong
information at anytime and
anywhere(Farhoudinia et al., 2025).
This has continued to be a massive problem,
especially in the current generation where
even news is passed through the social media
with the speed of the blink of an eye
(Mookdarsanit & Mookdarsanit, 2021). Post-
truth is a recent term to encompass rumors
or ‘lies’ that have been turned into a
convincing news story so that it is able to
influence people’s thinking and actions.
The detection of fake news has now become
essential because fake news capable of
altering the society’s demographic
distribution(Monti et al., 2019), disrupting
political proceedings and diminishing the
community’s confidence in media outlets and
other social institutions(Zellers et al., 2019).
Fake news (Benamira et al., 2019) are defined
as news that are detected with the help of
text mining approaches. Text mining
techniques are also adopted for identifying
correlation between the dataset to detecting
fake news. Therefore, this research aims to
establish and evaluate related models that
enable us to compare state-of-art Machine
Learning techniques for fake news
detection(Lakzaei et al., 2025). Besides
contributing a major effort to fight one of the
largest present day issues for the benefit of
the society, we expand text mining and
machine learning research involved.
Related Works
Researchers (Aïmeur et al., 2023) uses a lot of
models that use supervised learning
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techniques include; regression, KNN,
Random forest, decision trees and many more
in which the labeling procedure is not very
well understood during training. Below are
the subsections of supervised classification
based detection models such as CNN, SVM
as well as RNN.
The paper under discussion (Reddy et al.,
2020) provides the understanding of the
CNN-based approach to distinguish real and
fake information in videos with the emphasis
on the usage of Deep Learning and Feature-
Based methodologies. Authors(Sharma et al.,
2021) rewarded for Fake News and Reviews,
Deep Fake Detecting Tools. The best
performing learning algorithms were the
conventional and deep learning ones for the
identification of fake news preferred SVM,
KNN and decision trees.
For this purpose, 44 videos connected to the
topic of health films available on the Chinese
Bilibili site were obtained(Englmeier, 2021).
Thus, the sample of the movies was
composed of authentic movies and fakes. By
using the linear methods, it is possible to
identify 490 authentic and 210 fraudulent out
of 700 transactions(Suryavardan et al., 2022).
To train this feature set as seen in two
dimensions, CNN was incorporated and
included into the system.
In this investigation(Wan et al., 2021), the
model that was developed used precision at a
level of 1 percent and accuracy of 90 percent.
Thus, the authors felt that it was necessary
to set a stricter approach to develop this
model by limiting the focus of the study to
the articles related to You Tube videos.
Internet news is also projected to be more
popular in the future due to issues like,
Relative ease of access to spectators and
Relative flexibility of options(Kaddoura et al.,
2022). This is true because news can be
spread over the internet; therefore, there has
been cases of fake news. In this work

(Rahman et al., 2023), we apply the ML and
text mining techniques to the fake news
detection problem.
In this work the chosen method for feature
extraction was TF-IDF and given text has
been preprocessed by removing words
present in them. Kaggle provided for the data
set used in this analysis while the political
content is inherent to the authors(Forest,
2022). Feature validation involved SVM and
Naïve Bayes and logistic regression in
addition to the probability of occurrence of
every class was weighed. Last algorithm used
in the analysis was Decision Tree which
achieved the highest accuracy of 99. 57% to
the ML model that analyzed the fake and the
genuine news.
The authors’ studies of the ML models such
as Random Forest and Decision tree
approach pointed out that feature selection
from large amounts of text were done using
TF-IDF and Word2Vec to a reasonable
extent(Mallick et al., 2023). Due to over-
sampling of the dataset the data became
balanced. The analysis of this method’s
performance we have used mean of accuracy,
F1 Score, Precision and Recall as well as the
AUC curve deems this approach to be the
most accurate and best-performing model
with of 94.24% of accuracy.
The author of (Taher et al., 2022) presents
interesting ideas in increasing the odds of
detecting simulated reports. Pre-processing
was also done in targets and features were
extracted through BERT and Glove in the
course of the study. Similarly, with deep
learning methods, other machine learning
methods like SVM, Logistic Regression and
Naïve Bayes were used likewise, where
through the Gossip cop dataset (10670
headlines) Kaggle dataset (6328 articles) and
McIntyre dataset (19390 articles); content-
based data were recognized with 93.33%
accuracy.
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Table 1 Related papers along references and results
References Dataset Method Results
(Xu et al., 2025) WELFake Large Language

Model(LLM)
F1 score was 1.5%
better than existing
models

(Mookdarsanit &
Mookdarsanit, 2021)

Global open Covid
19

BERT, ULMFit 72% with ULMFit

(Ahmad et al., 2020) ISOT Fake News SVM , XGBoost 92.5%
(Murti et al., 2025) FakeNewsDetection

Dataset
K-NN Mean Squared Error

(RMSE) of 0.077,
Mean Absolute Error
(MAE) of 0.011

(Zhi, 2023) Self-built dataset
from public opinion

MDFM-MF , BERT 90.44%

(Jwa et al., 2019) Daily Mail dataset BERT, exBake 74%
(Matti & Yousif,
2025)

Arabic Dataset LSTM, Glove,
BERT

BERT achieved 0.98
better accuracy

(Altheneyan &
Alhadlaq, 2023)

FNC-1 TF-IDF , Logistic
Regression

92.45%

(Biradar et al., 2023) Twitter XLNet , ELMo ,
BERT

97%

(Sahoo & Gupta,
2021)

Raw dataset
generated from user
posts

SVM, LSTM,KNN 85%

(Wang et al., 2022) Weibo dataset FMFN , Roberta 88.5%

Proposed Model
In this study, we have proposed an ensemble
model comprising of three algorithms as
logistic regression, random forest and

decision tree for the detection of fake news
from social media platforms that accurately
identifies real and fake news. Fig 1 shows the
overall working of the proposed model.
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Figure 1 Proposed Methodology

Data Preprocessing
The proposed methods are train and tested
on a dataset named “FakeNewsNet” that is
taken from kaggle source. The dataset used
in the research is not completely clean and
includes some additional information which
may impact on the performance of the
proposed models. To preprocess the dataset,
NLTK is used. To remove those entries, in
the preprocessing section tokenization,
lemmatization, stop words and null values
were removed from the dataset.
Feature Extraction
Although, higher variability is given by the
TF-IDF Vectors which is not advanced
further based on the word counting. The
term "term frequency" (TF) and the "inverse
document frequency" (IDF) are the two
components of TF-IDF Vectors, which are
determined by the following formulas: When
it comes to calculate the TF-IDF Vector two
values which is defined is the (TF) and (IDF).

��(�, �) =
������ �� ����� ���� � ������� �� �������� �

������ ������ �� ����� �� �������� �
(1)

The specification of the matrix
representation in different levels.

• Words level – means that the scores are TF-
IDF of terms.

• N-gram level - it is the vectors of TF-IDF
scores of the N-Grams.

• Character level – We described it as the
number of relevance scores of n-grams,
which was calculated with the help of the
TF-IDF method which takes into
consideration the character level of the words.
Ensemble Learning Methods

In ensemble learning approaches(Villela et al.,
2023) there are several machine learning
algorithms used and their outputs combined
to form the final output of a single learning
algorithm. The rationale of ensemble
learning is always to combine several
individually distinct ‘weak learners’ into one
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‘strong learner’. It will also be important to
note that; usually, the goals of ensemble
methodologies are to decrease bias, add
variance, or enhance the predictive capability.

For improvement of results, the voting
method used in the ensembling involves
combination of results from several classifiers’
predictions. Using Decision Trees (DT),
Random Forests (RF) and Logistic
Regressions (LR) voting operates as follows:

LR: This linear model known as LR gives
probabilities for binary classification and is
considered best when two classes, one for
fake and other for real was required after
estimating the relationship of the features
and the result. The member type of a given
class is returned by it in case that a certain
input is contained in the specified class.

� � = 1 � = 1
1+�−(���+�) (2)

RF: The good thing is that if a random
portion of the data and features is selected
then each and every decision tree present in
the RF is built. It reduces variance in an
attempt to strongly predict by providing the

over-riding majority class which each
individual tree had considered.

� = 1
� �=1

� ��(�)� (3)

DT: In comparison with the other types of
learning DTs classify data according to the
feature based decision rule learning. This is a
structure in which every decision has been
made with regards to a feature, and the
resultant final class label corresponds to the
node.

�� �, � = ������� � −

���
��
�

� . �������(��) (4)

Hard Voting: The prediction made by each
of the models (LR, RF, DT) produces a class
with a hard voting. Here the class that
receives most of the vote is taken as the
predicted output class for the given data set.
For example, while the classifiers namely LR,
RF and DT classify an input text
respectively as ‘Fake’ and ‘Real’, the final
prediction given will be ‘Fake’ since majority
of classifiers for this particular case
predictable ‘Fake’.

Result and Discussion
In this research work new ensemble model is
presented, which includes LR, RF and DT
model and it is tested on FakeNewsNet
dataset. As observed and because of spread of
fake news, social and security challenges are
experienced which have to addressed.
The code splits data into testing and training
data set of features x and the labels data set y.
In relation to this, it divides the data into the
training and testing subsets of which the
testing is set at 20% (test_size=0. 20). The

random_state=10 increases the possibility of
getting a specific split by setting the random
number generator at a specific point and in
this case is set to 10.
The parameter that is used in the stratify=y
is helpful in the sense that it ensures that
both in the training as well as in the testing
stage, the proportion of the classes in the
new data set is proportionate to the
proportion of the initial data set which
maintains the balance of the classes.
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Figure 2 Bar graph representation of training and testing dataset

Then the given below heat map of vectorization
conducted by TF-IDF in which terms
indicates the rows and documents indicates

the columns. The heat map helps in
visualizing the values of higher TF-IDF
scores with darker colors.

Figure 3 Heat map showing results of vectorization(TD-IDF) on dataset

Given below are the individual confusion
matrix that shows the highest number of
positive values in each class of all three

applied models (LR, RF, DT) individually.
The confusion matrix for hard voting of the
model shows the best values diagonally.
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Figure 4 Confusion matrix of Logistic Regression Figure 5 Confusion matrix of Random
Forest

Figure 6 Confusion matrix of Decision Tree Figure 7 Confusion matrix of Voting on Three
models (LR, RF & DT)

The number of true positives values obtained
through voting classifier are greater and
better in numbers. From these results, our
suggested model performed admirably on the
dataset of fake news. This study revealed that
the selected ensemble model serves good for
the FakeNewsNet dataset. The accuracy of

all ensemble model used work was found to
be highest at about 89%.
The bar graph shown here reveals the
comparison of model accuracies of Logistic
Regression, Random Forest, Decision Tree
and our proposed Hard Voting Ensemble
classifiers used in fake news detection from
social media platforms.
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Figure 8 Bar graph of Voting on Proposed Model

Comparison of our proposed model with
other models is shown in the table presented

below, Outcome of all models is shown in the
following table.

Table 2 Comparison Analysis of all Models (Accuracies)
Model LR RF DT SVM Ensemble
Accuracy 83% 82% 78% 84% 89%

Precision(Class
0)

78% 72% 56% 81% 84%

Precision(Class
1)

84% 84% 85% 84% 94%

Recall(Class 0) 46% 47% 53% 45% 94%

Recall(Class 1) 96% 94% 86% 96% 85%

F1-Score(Class
0)

58% 57% 54% 58% 89%

F1-Score(Class
1)

90% 89% 86% 90% 89%

Macro Avg
Precision

81% 78% 70% 82% 89%

Macro Avg
Recall

71% 70% 70% 71% 89%

Macro Avg F1- 74% 73% 70% 74% 89%
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Score
Weighted Avg
Precision

83% 81% 78% 83% 89%

Weighted Avg
Recall

83% 82% 78% 84% 89%

Weighted Avg
F1-Score

82% 81% 78% 82% 89%

The bars represent accuracy of four models.
From the above it can be noted that as
compared to other classifiers, hard voting
ensemble has achieved the highest accuracy
of 89% which demonstrates the capability of
the model in predicting better than classifiers
under discussion used in this study.
This is several individual classifiers combined
into one system it can function better than
individual ones because they harness
collective intelligence resulting to better
model. This has been marked with nearly
89% of accuracy, this indicates that classifier
approach is highly accurate when practiced in
this task itself to classify fake news.
All in all, it can be determined that although
all the models perform fairly well, the
ensemble models such as Hard Voting
Ensemble are often the most
accurate(Rastogi & Bansal, 2023). It points
out the possible worthwhile benefit of using a
number of learning algorithms to improve
the evaluative results in highly differentiated
areas such as fake news. Ensembling is useful
because it mimics patterns and detail
regarding data thus coming up with a model
that is more superior and applicable.
Conclusion
The current study managed to come up with
a model of the identification of fake news in
digital platforms employing text mining and
machine learning approach which yielded
about 89% success rate with the Hard Voting
ensemble model, the model comprises of
three models (Logistic Regression, Random
Forest and Decision Tree) combine working.

Therefore, based on the results we can state
that text mining methods are useful in this
field therewith pointing out what can be
potentially improved, such action of sarcasm
and multimedia data.
Given the identified limitations and with the
help of following the proposed directions for
the future research, fake news detection
systems can be improved, that can further
help to provide a better solution to deal with
the problem of fake news regarding the social
media platforms.
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