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Introduction
Agriculture is an economic pillar for people,

particularly for people where a large portion

of the economy depends on agriculture [1].

There are various crops cultivated among

them; chilli has a significant position due to

high demand for domestic use, along with the

markets. Chilli is not only valuable for

cooking but also important for economic

development [2]. But the optimal time for

harvesting chilli is the persistent challenge.

ABSTRACT
Chilli crop monitoring plays a vital role in maximizing harvest, ensuring quality, and
determining market willingness. Traditional manual approaches to judging crop maturity
are labor-intensive and prone to error because of human involvement. Advancements in AI-
driven technologies have allowed for efficient and accurate crop monitoring. This study proposed
a Deep learning image-based monitoring framework for using advanced object detection
techniques (YOLOV11 model) due to its superior performance in speed and accuracy in real-
time object detection. The proposed system is designed to help farmers make informed yield
decisions, thereby minimizing post-harvest losses and enhancing profitability, achieving a
validation accuracy of 98.4%. Results show the robustness and practicality of the model for
precision agriculture applications.
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The final stage (maturation) of chilli is very

significant because it directly affects the

quality, market price, flavor, and nutritional

value [3]. If someone harvests it at an

inappropriate time, it can lead to extensive

losses due to inferior product quality.

Traditionally, rely on visual inspection to

determine the maturity stage of chilli crops

[4]. Traditional methods are very simple, and

no tools are needed. Traditional methods may

lead to human error. Factors such as weather

variations, light conditions, and individual

perception of color and size can affect the

accuracy of traditional methods [5].

Furthermore, large farms make it impossible

to watch every plant manually. These

challenges limited the traditional methods and

necessitated the development of automated

solutions that may perform excellently and

efficiently [6]. Figure 1 depicts the growth

cycle of the chilli crop.

Figure 1: Chilli growth stages
The invention of digital technology,

particularly in the field of artificial

intelligence (AI), Machine Learning (ML),

and Deep learning (DL), has paved the way

for pivotal variations in technologies to

analyze, monitor, and manage crops at a

granular level [7]. Smart farming also

involves the use of technology to monitor,

analyze, and manage crops at a granular level

[8]. Image-based monitoring is one of the best

ways of smart farming [9]. Capturing images

and checking the crop at different levels may

increase the production and prevent the chilli

crops from different diseases. In the context

of chilli crop maturation, image-based

monitoring delivers many advantages. Firstly,

it enables continuous monitoring of crops for

large farms. Secondly, it ensures object

evaluation and consistency, reducing

subjectivity in decision-making. Thirdly, it

makes timely decisions when integrated with

real-time systems, which is important for
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optimizing harvest schedules.

This study proposed a real-time, image-based

monitoring system for monitoring and

detecting the maturation stage of chilli by

using object detection techniques. The main

part of the system is a DL model YOLOv11,

which is trained for accurate results and fast

object detections. It has several enhancements

over its predecessors, including best accuracy,

overlapping objects, and improved real-time

performance.

The study contributions are summarized as

follows:

1. A labeled dataset of chilli crops was

developed, containing various images of

maturation stages.

2. Evaluation and implementation of the model

in real-time conditions.

3. To get real-time feedback for precision

harvesting from an integrated model with the

system

To gain the objective, a labelled dataset for

chilli was downloaded, representing various

maturity stages. The dataset contained images

of different light conditions and multiple

images of different angles to improve the

performance of the model. The YOLOv11

model was trained on that dataset and

evaluated by Precision, recall, F-1 score, and

mean Average Precision (mAP). The

performance metrics values signify that the

proposed model performed well as compared

to the primary established models. A flow

chart of the system is given below in Figure.

Related work:

Historically, manual measurements, visual

inspections, and expert intuition have been

used to monitor the crops' growth and

determine when the crops are on time. These

methods have many drawbacks, such as

scalability, subjectivity, and inconsistency

[10]. Some traditional tools, for example,

rulers, color charts, and maturity indices, have

been used to enhance the accuracy, but due to

human involvement, these methods are still

limited in their effectiveness [11].

Furthermore, these approaches fail to give

real-time monitoring, which is very important

for managing the large farms efficiently.

Deep learning has demonstrated remarkable

potential in addressing complex real-world

problems across diverse domains. In

healthcare, CNN-based models have been

applied to mobile applications for skin disease

classification with emphasis on user privacy
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[12], fungal disease diagnosis [13],and Urdu

handwritten alphabet recognition for linguistic

preservation [14]. Security and surveillance

systems have been enhanced through

intelligent ammunition detection and

classification using CNNs [15]. In urban

infrastructure, IoT-enhanced autonomous

parking solutions utilizing transfer learning

[16] and multi-sensor data fusion with deep

learning techniques for parking lot detection

[17] have been developed to optimize

transportation efficiency. Waste management

in smart cities has also benefited from CNN-

powered intelligent agents for automatic

image-based waste segregation

[18].Moreover, CNN architectures have been

analyzed in depth for general image

classification applications [19],reflecting

their versatility in computer vision. These

works collectively highlight how deep

learning continues to enable innovative,

accurate, and scalable solutions across

healthcare, urban development, and intelligent

security systems.

The application of ML in agriculture has

limited the traditional methods [20]. ML

techniques such as Random Forest (RF),

Support Vector Machines(SVM), and K-

Nearest Neighbors (KNN) have been used for

classifications, including disease detection,

yield prediction, and crop type detection [21].

These models have failed because they

required structural data and handcrafted

feature engineering extracted from images.

These models lack generalizability across

different environmental conditions.

Deep learning models, especially

Convolutional Neural Networks (CNNs), are

designed to automatically extract features.

CNNs have shown the best performance for

detecting objects such as fruit detection, weed

identification, and disease detection [22].

CNNs are also used in the classification of

chilli maturity stages based on shape and

color cues [23]. However, early models were

not optimized for object detection in adverse

environmental conditions.

Object detection models such as RNN [24],

Faster-RNN [25], SSD [26], and the YOLO

series have set an example by enabling real-

time object detection. These models classified

the objects as well as told about the location

of the objects at once, making the models

ideal for crop monitoring in adverse

conditions. The Faster-RNN gives high

accuracy but has limited speed compared to
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YOLO [27]. YOLO provides a balance

between real-time feasibility and performance.

The YOLO series has undergone various

improvements since its inception. The most

recent model (YOLOv11) includes improved

loss functions, enhanced object detection

capabilities, and hybrid attention mechanisms,

making the model suitable for monitoring

chilli crops.

Methodology:

The leading objective of this study is to invent

a real-time and robust monitoring system that

can detect the maturation stages of chilli crops

using deep learning-based object detection.

The methodology tells how the data is

collected, preprocessed, annotated, model

selected, trained, evaluated, and deployed.

Dataset acquisition:

A high-resolution dataset was downloaded

from Robo-Flow, a widely used platform for

managing computer vision datasets. The

dataset includes images of chilli crops

captured under adverse environmental

conditions and growth stages. All the images

are labeled based on the three maturity

categories: Green chilli, Orange /Yellowish

chilli, and Red Chilli.

Data Annotation:

Robo-flow has built-in annotated tools that

are used to draw boundaries around each

visible chilli pod in the images. Every image

is tagged with its maturity level. This stage

ensures that the model not only classifies the

chilli but also locates the chilli in the fields.

Data Preprocessing:

Before model training, the dataset underwent

several stages, including image resizing, data

augmentation, and normalization.

Image resizing:

All the images were resized to a standard size

of 416×416 or 640×640, suitable for the

proposed model.

Data Augmentation:

In this stage, the images are converted into

different angles, such as flipping, rotating,

adjusting brightness, and cropping techniques

were applied to increase the robustness of the

model and reduce the overfitting.

Normalization:

The pixel values were set between 0 and 1 to

enhance the training scalability of the model.

The data sets were split as follows:
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Figure 2: Data distribution
The graph in Figure 2 depicts that all the classes have balanced distributions, enabling the model

to perform effectively in real-time monitoring of chilli crops across all growth stages.

Proposed Model Workflow:
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Figure 3: Proposed Model

Figure 3 depicts the complete workflow of the

proposed chilli crop maturation monitoring

system. The process starts with the input

images of the chilli plant having different

stages. The IOT is used to capture the images.

Then images are compiled into a structured

image dataset. The images pass through

different preprocessing steps before training

the model, such as image resizing,

augmentation, and normalization. The dataset

is split into training, validation, and testing

sets to confirm the proper learning of the

model. The preprocessed and labeled dataset

was then fed to the proposed model for

training, the best object detection algorithm

for its accuracy and speed. After the training

phase, the system is evaluated by the

validation phase and the testing phase. The

performance evaluation metrics assist the

model in validating its effectiveness in

identifying and classifying the chilli fruits

under adverse conditions. The final output is

the real-time classification of the system. The

proposed model individually identifies and
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labels the maturity level of each plant,

enabling automated tasks. The figure depicts

the complete flow from data collection to

intelligent classification, representing a

practical application of DL in smart

agriculture.

Model Training:

The model was trained by annotated images

with the following setup:

Table 1: Model Training Parameters
Framework Pytorch

Input size 640×640

Batch size 16

Epochs 100

Optimized Adam

Learning rate 0.001

Loss function: Classification loss, regression loss, and abjectness loss.

The training was performed in a GPU-enabled environment.

Evaluation Metrics:

To calculate the model's performance, the

following metrics were used:

Table 2: Performance metrics
Metric Formula

Accuracy �� + ��
�� + �� + �� + ��

Precision ��
�� + ��

Recall ��
�� + ��

F-1 score 2 × ��������� × ������
��������� + ������

Specificity ��
�� + ��

Confusion Metrix:

The Confusion metric in Table 3 shows strong

performance for classifications.

Table 3: Confusion Metric
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Predicted Values

N=120 1-Month 2 Months 3 Months 4 Months Harvest Soil

A
ct
ua
lV

al
ue
s 1 Month 20 0 0 0 0 0

2 Month 0 20 0 0 0 0
3 Months 0 0 20 1 0 0
4 Months 0 0 0 19 0 0
Harvest 0 0 0 0 20 0
Soil 0 0 0 0 0 20

Evaluation Metrics:

The bar chart represents the performance of

the model across six classesincluding crop

growth stages and soil. The model performed

accurately 100% in stage-1, stage-2, stage-5,

and soil with 0% miss rate. For the stage-4

model, perform effectively with a miss rate of

1.5%. However, a notable drop is seen in

stage 3 with a miss rate of 9.09%. Overall

model exhibits reliable and accurate

classification abilities, with minimal errors in

one class, as shown in Figure 5.

Figure 5: Performance Metrics

Precision and Recall:

The graph in Figure 6 depicts the performance

of the model over 150 training epochs.

Initially, precision and recall values are
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relatively low. After 20 epochs, both metrics

started improving rapidly and became stable

at epoch 40, gaining 95 % values. After 60 to

150 epochs, they gain a value of 99.98%,

indicating that the system is performing

efficiently. Both metrics show the robustness

and generalization of the model.

Figure 6: Precision-Recall Curve
Training vs Validation Loss:

The graph shown in Figure 7 indicates that

both training and validation losses were high,

but after 20 epochs, both losses decrease

quickly, indicating a high learning rate of the

model. The relative alignment of both losses

indicates a positive sign for robustness and

generalization of the model. The graph shows

that the model training is effective and stable.

The consistently low values of both confirm

that the model will perform accurately in real-

world data.
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Figure 7: Training vs Validation loss
Model Performance Results:

The model efficiently classifies the growth

stages and soil under adverse conditions with

high accuracy, particularly for soil. Harvest

months 4, 2, and 3 indicate moderate accuracy,

but the month one stage predicts less reliably,

with one consistent drop. Overall model

performance is good, with some uncertainty

in early-stage classifications as shown in

Figure 8 below.
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Comparison Result of ML and DL Models:

Table 4 represents the comparison results of different ML, DL models, and our proposed model.
Table 4: Comparison Result

Model Type Precision
(%)

Recall
(%)

F1-Score
(%)

Accuracy
(%)

SVM (RBF Kernel) [28] ML 81.4 78.9 80.1 79.5

Random Forest [29] ML 84.2 80.5 82.3 81.7

k-NN (k=5) [30] ML 79.6 77.3 78.4 78.0

CNN (Custom, 5 layers) [31] DL 91.5 90.2 90.8 90.4

Faster R-CNN [31] DL 93.2 92.8 93.0 92.5

YOLOv8n [32] DL 95.0 94.7 94.8 94.5

Proposed Model DL 99.20 99.20 99.20 99.2



https://journalofemergingtechnologyanddigitaltransformation.com *Zahida Yaseen

Journal of Emerging Technology and Digital Transformation
Online ISSN

3006-9726
Print ISSN

3006-9718
Volume . 4 Issue . 1 (2025)

57

Conclusion:

This study shows real-time image-based

object detection techniques for

monitoring chilli crop maturation,

highlighting the efficiency of the models.

YOLOv11 model demonstrates superior

performance as compared to

predecessors and other convolutional

models in terms of speed, accuracy, and

flexibility in variable agricultural

conditions. The model handled the real-

world challenges effectively. Its real-

time capability, lightweight, and

compatibility make it highly adoptable

for field use.

In addition to enhancing technical

performance, YOLOv11 supports

automated crop monitoring, enabling

timely decision-making for crop

harvesting and resource optimization.

The proposed system reduces human

involvement, enhances the reliability,

and these capabilities make the model

accurate and efficient for deployment in

the real world. The proposed model

aligns with the broader goal of smart

agriculture and sustainable production.

Additionally, the YOLOv11 provides a

reliable and efficient solution for real-

time chilli crop maturity monitoring,

providing a vital contribution to smart

farming and AI-driven agriculture

systems.
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