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ABSTRACT
Object detection in construction sites is now replacing traditional methods of quality control and material management.
Artificial Intelligence (AI)-driven systems are now being used to detect objects, classify them, and evaluate construction
materials using deep learning algorithms. These algorithms enhance the material quality assurance of operational
activities. Conventional methods for construction materials are time-consuming, labor-intensive, and prone to error. While
the AI-driven approaches are flexible, scalable, and reduce the cost of achieving high accuracy. This study shows the
innovative role of object detection in the construction materials industry, emphasizing its benefits, applications, challenges,
and future potential. This study proposes the use of a Deep learning -based model, Yolov11, which enhances the capability
of real-time object detection by offering a high overall accuracy of 94.3 % precision of 96.3%, thereby enhancing the
automated construction site monitoring and construction material management.
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Introduction

Construction materials are important

components used in building and

infrastructure, such as dams, roads, and

bridges. These materials give us the

fundamentals and final elements of a

construction project. These materials play a

vital role in ensuring structural integrity,

cost, sustainability, and quality of a project.

Selecting the right materials improves the

durability and building safety, reduces

building maintenance costs, and helps

complete projects within set timelines. There

are many types of construction materials,

such as natural, man-made, and modern

categories. Natural materials contain wood,

clay products, and stones, while man-made

materials contain cement, concrete, glass,

steel, and plastic. Modern materials involve

fiber-reinforced polymers, self-healing

concrete and bamboo, and fly ash bricks.

These materials promote environmental

sustainability.

Construction is an important critical sector

in world economic development, particularly

in urbanization, infrastructure, and

industrialization [1]. The well-organized

management and detection of construction

material are essential for ensuring project

quality, time delivery, and cost effectiveness

[2]. Traditionally, this procedure has relied

on manual work by humans, which results in

error-prone and time-consuming, and is

subject to variations due to adverse

environmental conditions [3]. Therefore, the

construction industry needs the integration

of automated technologies, particularly with

AI, to address the challenges.

Construction sites are more complex

environments where various materials, such

as steel bars, bricks, pipes, wooden planks,

and cement bags, are handled [4].

Misplacement of these materials can affect

the cost and increase the delivery time of

buildings. Traditional techniques involve

human supervision or Radio frequency

detection ( RFID) systems [5], both have

their use limitations. Manual methods

involve humans, while sensor-based methods

do not work in adverse environments. So,

they need a real solution to overcome these

limitations. Artificial Intelligence (AI) is

playing a significant role in medical [6], road
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sign detection [7], agriculture [8], and

various types of industry.

Recent improvements in AI, particularly in

DL, have developed visual recognition tasks.

DL models not only detect the objects but

also describe their location [6]. Deep

learning models, particularly Convolutional

Neural Networks (CNNs), have proved

outstanding performance in object detection

and classification, but have limited use

because of the complex environment and lack

of real-time object detection [9].

Among the many detection techniques, You

Only Look Once(YOLO) [10] stands

outclass because of its speed and accuracy,

making it suitable for real-time object

detection. Yolo has passed through multiple

iterations, each enhancing its speed,

infrastructure, computational power, and

accuracy. Its single-pass capability enables

the detection and classification of objects in

one shot, making it ideal for environments

where quick decisions are required. The

Improved version, Yolov11, is efficient for

deployment in real-time construction sites

because of its lightweight, anchor-free

mechanism, and improved features. The goal

is to create a robust model that may be

deployed on construction sites using edge

devices. Furthermore, the implementation of

this system at construction sites may track

the inventory, reduce the waste, improve the

safety compliance minimize human errors.

Related Work:

The construction material detection and

monitoring have relied on human work,

manual inspections, check-list-based auditing,

and sensor-based scanning [11]. Manual

inspection can also be affected at start, it is

error-prone due to human judgment and

inconsistencies in detecting similar-looking

materials. The process is labor-intensive and

not scalable when applied to large

construction sites [12].

Sensor-based systems, such as RFID and

barcode scanning, have been deployed to

track material supply chains [13]. This

system requires tags attached to each unit,

which can be harsh in a construction

environment. Furthermore, the hardware of

scanning and human iterations limits them

from automation. Image processing methods

using rule-based techniques and handcrafted
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features have been explored in earlier works

[14]. But these methods lack robustness in a

real-time, unstructured environment.

Variations in environment, occlusion,

background clutter, and camera angles

reduced the detection accuracy of the system

[14].

With the invention of Machine learning

(ML), researchers moved toward classifiers

trained on picture features extracted using

algorithms such as Local Binary Pattern,

Histogram of Oriented Gradient, Scale-

invariant feature extraction [15], Decision

Tree, and Support Vector Machine [16].

ML models give better results than rule-

based systems, particularly when trained on

annotated datasets [17]. The used SVM

classifier separates items, reporting over 80%

accuracy. Similarly, Random Forest is also

being used in industry for differentiating

construction materials [18]. Despite

improvements, ML models are limited due to

manual feature engineering. The Limitations

in Traditional and ML Models paved the way

for DL models, especially CNNs, which

automatically learn features from pixel data.

Early models such as VGGNet and AlexNet

were adopted for classification tasks on

construction material datasets, but failed

localization tasks essential for detecting the

objects. This gap was filled by the detector

Faster-RNN [19], which integrates regional

proposal networks (RPN) with CNN-based

classifiers. Due to high computational power,

they are unsuitable for real-time deployment

on edge devices used on construction sites.

Single-shot detector SSD[20] and Retina-

Net [21] delivered better speed, but

sometimes compromise on accuracy.

RetinaNet is used to handle class imbalance.

The Yolo family models emerged as an

innovation in real-time object detection.

Yolov1 [10] offers real-time object detection

but struggles with small object detection.

Yolov2 and v3 address many of these

limitations through multiscale predictions,

anchor boxes, and an improved backbone

network like Darknet-53 [22]. Yolov4

architecture was best for low-quality images,

Yolov5 had a modulator architecture and a

Pytorch implementation [23]. Yolov6 to v8

continued this trend with enhancements in

feature, transformation attention, and

decoupled head signs [24]. This version

provides high accuracy, a real-time object



https://journalofemergingtechnologyanddigitaltransformation.com *Gulzar Ahmad

Journal of Emerging Technology and Digital Transformation
Online ISSN

3006-9726
Print ISSN

3006-9718
Volume . 4 Issue . 1 (2025)

65

detection system, and reduced latency;

however, detection of small objects remains

challenging. Yolov11 is the latest evaluation

of the Yolo family. It has multiple

innovations:

 Anchor-free detection

 Transformer-based feature fusion

 Decoupled heads

 Gradient Harmonizing Mechanism

[25]

Comparative Studies of Yolo series:

Table 1 below shows the comparative study

of the Yolo series.
Table 1: Comparative studies of the Yolo series

YOLO Version Backbone Network mAP (%) Speed (FPS)
YOLOv3 Darknet-53 ~33–35 30–45
YOLOv4 CSPDarknet53 ~43.5 50+
YOLOv5 CSPDarknet (custom) ~45–50 70–140
YOLOv6 EfficientRep Backbone ~52–55 120+
YOLOv7 E-ELAN ~56–57 150+
YOLOv8 Custom Backbone (CNN-based) ~56–60 180+
YOLOv11 Transformer-CNN hybrid ~60–65 200+

Methodology:

Methodology involves the data acquisition,

preprocessing, model selection, model

training, evaluation, and deployment in the

real world.

Dataset Collection and Annotation:

The dataset used in this study was sourced

from Roboflow, a free repository for public

use, which provides thousands of computer

vision project datasets. The dataset consists

of HD-quality images containing various

construction materials, such as occlusion, and

background conditions. Each images are

annotated by annotated tools. These

annotated images are then exported to the

YOLO format, including the class label,

normalized bounding box coordinates, and

image dimensions.

Data preprocessing and data distribution:

The dataset passes through many stages

before training the model.

Image resizing: All the images are resized

to 640*640

Augmentation: This technique is used to

increase the picture by rotating and flipping.



https://journalofemergingtechnologyanddigitaltransformation.com *Gulzar Ahmad

Journal of Emerging Technology and Digital Transformation
Online ISSN

3006-9726
Print ISSN

3006-9718
Volume . 4 Issue . 1 (2025)

66

Moto is to increase the robustness and

generalizability of the model.

Normalization: Normalization is also done on

each image pixel to improve the performance

of the model.

The dataset is split into three subsets: 70%

for training, 18% for validation, and 12 % for

testing, as shown in Figure 1.

Figure 1: Data distribution

Yolov11 model architecture:

The advancements in YOLOv11 from the

previous version are given below.

 Anchor-free detection

 Transformer-based feature

fusion

 Decoupled detection heads
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Model Framework:

Figure 2: Proposed System

Figure 2 represents the proposed

construction material works using a Yolo-

based DL pipeline to detect the material

automatically, such as Aluminum, rubber,

wood, and pipes etc. The workflow of the

models starts with image data acquisition,

which consists of raw images. The images

pass through different preprocessing steps

such as resizing, augmentation. The main

goal is to make the model perfect to improve

the robustness and generalizability of the

model. Integration of original and augmented

images continues to refine the data, which is

used to train the Yolo model to detect the

objects. During the training phase, it learns

the classify the objects in an adverse

environment and complex background. After

the completion of training, performance was

evaluated with Accuracy, F-1 score, and Miss

Rate. These metrics detect the reliability,

precision, and error tendencies. Finally, the

model results are visualized, enabling the

model to be deployed in real-time

construction monitoring.

Performance Metrics:

These metrics are used to evaluate the

model's performance.
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Table 2: Performance metrics

Metrics Formula

Accuracy tp+fp/tp+fp+tn+fn

Precision tp/tp+fp

Recall tp/tp+fn

F-1 Score 2*pre*Rec/pre+Rec

Confusion Metric: A metric that is used for

the overall classification of the classes. The

confusion metric of the proposed model is

shown below in Table 3.
Table 3: Confusion Metric

Predicted \
True

alumin
um

blac
k-
pain
t

copp
er

cor
k

corrosi
on-

copper

fo
il

glimm
er

grani
te

har
d-
foa
m

marb
le

mort
ar

pv
c

rough
-alu

stainles
s-steel

teflo
n

white
paint

woo
d

aluminu
m

33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

black-
paint

1 32 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0

copper 0 1 35 0 0 0 0 0 0 0 0 1 0 0 0 1 0

cork 0 0 0 39 0 0 0 0 0 0 0 0 0 0 0 0 0

corrosio
n-
copper

0 0 0 0 40 0 0 0 0 0 0 0 0 0 0 0 0

foil 0 0 0 0 0 3
9

0 0 0 0 0 0 0 0 0 0 0

glimmer 0 0 0 0 0 0 38 0 0 0 0 0 0 0 0 0 0

granite 0 0 0 0 0 0 0 38 0 0 0 0 0 0 0 0 0

hard-
foam

0 0 0 0 0 0 0 0 34 0 0 0 0 0 0 0 0

marble 0 0 0 0 0 0 0 0 0 36 0 0 0 0 0 1 0

mortar 0 0 0 0 0 0 0 0 0 0 36 0 0 0 0 0 0

pvc 0 0 0 0 0 0 0 0 0 0 0 35 0 0 0 0 0

rough-
alu

0 0 0 0 0 0 0 0 0 0 0 1 35 0 0 0 0

stainless
-steel

0 0 0 0 0 0 0 0 0 0 0 0 0 39 0 0 0

teflon 0 0 0 0 0 0 0 0 0 0 0 0 0 0 33 0 0

white- 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 35 0
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paint

wood 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 35

Accuracy Graph:

The accuracy curve shows a consistent

performance of the model throughout the

training. Initially, the model quickly learns

the basic features. An abrupt change occurs

from 0.02 to 0.8 mAP in early epochs. Mid-

training shows the model refines its accuracy

and learn slowly. After 50 epochs, the model

gains an accuracy of 94%, indicating no room

for further gains. Minor fluctuations occur

near the end of the training, reflecting high

model performance. Overall, the curve shows

that the model is perfect and well-trained for

object detection tasks, as shown in Figure 3.

Figure 3: Accuracy Graph:

Precision & Recall Graph:

The material classification model shows high

overall performance, with a recall of 0.90, a

precision of 0.963, and an F-1 score of 0.93.

Most of the classes show excellent

performance, showing minimal loss of

misclassifications. Many classes show

balanced precision and recall, offering stable

and reliable predictions. However, a few

classes, such as PVC and rough-alu, show

lower F-1 scores, indicating the model
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struggles. This is due to imbalanced data.

Figure 4 shows the precision and recall curve.

Figure 4: Precision and Recall Graph

F-1 Score Graph:

F-1 score curve values, as shown in Figure 5,

show the trend of model training. The value

reached 80% after 50 epochs, and 90% after

70 epochs, indicating the best gains in

classification tasks. The model maintains a

stable F-1 score, achieving at 93% value. The

curve shows the effective learning of the

model, consistent enhancements, and highest

accuracy by the end of the training.
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Figure 5: F-1 Score Curve Graph

Training Loss & Validation Loss Curve:

The training and validation class loss curve

shown in Figure 6 represents generalization

and effective learning of the model. Initially,

both losses are very high but decrease

steadily over time. The training and

validation losses dropped from 4.78 to 0.25

and from 7.5 to 0.34, respectively, indicating

the best model learning rate and avoiding

overfitting of the model. This trend shows

that the model performs well on the unseen

dataset with monitored losses.
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Figure 6: Training and Validation Loss Curves

Results of Yolov11 Model:

The proposed Yolov11 model performs

strongly in the classification of construction

materials, with high recall, precision, and

accuracy as shown in Figure 7. Overall, the

model is suitable with minor improvements

needed for certain materials.
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Figure 7: Results of the Model
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Conclusion:

The proper management of

construction materials is a vital

component in ensuring the safety,

enhancing productivity, and reducing

waste on construction sites. The

traditional methods and ML methods

have been used, offering the best results,

but are limited in complex

environmental conditions. This study

introduces the DL-based model

YOLOv11 to detect the construction

materials in real-time. By using a

labeled dataset, the model offers high

accuracy in detecting multiple types of

materials in adverse conditions,

achieving a high overall precision of

96.3% and accuracy of 94.3%. The

system delivers a robust, real-time

interface and scalable capabilities that

can be integrated into edge devices,

thereby supporting smart construction

initiatives. Future work will focus on

expanding the datasets, incorporating

Explainable Artificial Intelligence (XAI)

methods for understanding, and

incorporating the object detection

system into a wider construction

management system.
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